Control Issues in Active Vision: Open Problems and Some Answers
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Abstract

Recent hardware developments have rendered controlled active vision a viable option for a broad range of problems, spanning applications as diverse as Intelligent Vehicle Highway Systems, robotic-assisted surgery, 3D reconstruction, inspection, vision-assisted grasping, MEMS microassembly and automated spacecraft docking. However, realizing this potential requires having a framework for synthesizing robust active vision systems, capable of moving beyond carefully controlled environments. In addition, in order to fully exploit the capabilities of newly available hardware, the control and computer vision aspects of the problem must be addressed jointly. In this paper we illustrate with a simple example the control-related issues involved in active vision and we show how some very recently developed control and computer vision techniques can be brought to bear on the problem. These results also point out new research directions and possible extensions of currently available techniques.

1 Introduction

Visual servoing systems, i.e. systems incorporating vision as an integral part of the loop appeared as far back as late 1970’s [12]. Even though these earlier systems were relatively slow and had limited scope [6], it was already recognized at this time that the relatively large latency time involved posed a threat to closed-loop stability. Since then, recent advances in hardware have opened the possibility of having systems with performance comparable to that of the human ocular motor system [7]. However, realizing this potential requires control laws capable of fully exploiting these new hardware capabilities. Moreover, earlier attempts to improve performance using simple controllers such as PID resulted in closed loop systems with poor stability properties and performance far worse than expected from the sampling rates employed [5]. This prompted a significant increase in the amount of research being carried out, both from computer vision (attempting to reduce the delay) and from control standpoints. An excellent survey of the state–of–the art as of 1996 and a comprehensive literature review up to then can be found in [14].

Earlier systems dealt with the stability issue by detuning the controller, at the expense of performance, until stability was experimentally accomplished. Latter approaches combine PID controllers with some prediction (either using Smith predictors or Kalman filters) to explicitly address the delay [6, 3]. However, these predictors can tolerate only small amounts of model uncertainty [18]. Thus, this technique works well only if the optical parameters of the camera and the depth can be precisely estimated. Moreover, the combination PID controller/predictor must be tuned using a trial and error process without guarantee of optimality. As noted in [5], due to the existence of modelling errors this entailed considerable experimentation to obtain a good compromise between stability and performance. Performance can be improved by using a two–degrees of freedom (2–DOF) controller [5], where the feedback controller (in this case a PI) stabilizes the loop and the feedforward controller (a predictor) improves tracking. However, while the use of a 2–DOF structure
yields better set-point tracking [17], it can improve neither robustness (related only to the feedback controller) nor disturbance rejection (in this case unanticipated target maneuvers).

Alternatively, the use of optimal control based LQG controllers has been proposed [21, 11, 10]. As indicated in [10] these controllers have the potential to minimize the effect of noise (provided that the features to be tracked are properly selected). However, optimizing performance requires tuning the weighting matrices by trial and error until satisfactory performance is achieved. Moreover, there are no a-priori guarantees of the robustness of the resulting system to time-delays or modelling errors. This has been experimentally corroborated by using a slightly defocused camera, where the mismatch between the actual and nominal focal distance causes the controller to fail [21].

This difficulty can be overcome to a certain extent by using a self-tuning controller that attempts to estimate the parameters in real-time, modifying the gains accordingly. Experimental results [20] show that this approach can tolerate errors ranging from 5% to 25%. However, these bounds are obtained a-posteriori, experimentally, with no attempt to design a controller optimizing the maximum tolerable error before instability occurs.

The issue of rendering the closed-loop system insensitive to calibration errors has been recently addressed in [8]. The main idea is to use time-varying proportional feedback (either based on the image Jacobian [8] or epipolar geometry [15]) to render the system asymptotically stable and robust to calibration errors, while exploiting the special form of the dynamics (containing an integrator) to guarantee (asymptotically) perfect tracking. When combined with a set of tools for fast visual tracking (XVision, [9]) this approach has been successfully used for robot motion control [8] and domain-independent navigation [15]. However, while the control algorithm is simple and easily implementable, the gain matrices must be empirically tuned to achieve good performance. An additional difficulty is that implementing the control action requires computing the image Jacobian, which is a nonlinear function of the distance from the camera to the feature. Finally, although this line of research addresses both the computer vision and control aspects of the controlled active vision problem, it uses a “separation principle” type approach where these aspects are treated, to a very large extent, independently.

It is worth stressing that the fact that dynamic control effects coupled with the presence of uncertainty are the factors limiting performance in visual closed-loop systems has long been recognised. Indeed, the motivation behind the different approaches mentioned above is to obtain a compromise between these factors leading to acceptable performance. However, only very recently there have been attempts to explicitly address some of these tradeoffs in a systematic way, by recasting the problem in an optimization form. For instance [22] proposed to optimize the size of the fovea in order to maximize the range of target velocities that can be successfully tracked by recasting the problem into an $\ell^2$ optimization form. However, neither model uncertainty nor measurement errors were taken into account.

In this paper we illustrate with a simple example the control-related issues involved in active vision and we show how some very recently developed control and computer vision techniques can be brought to bear on the problem. These results also point out new research directions and possible extensions of currently available techniques.

2 Illustrative Example

The control-related issues involved in active vision can be illustrated by considering a simple model consisting of a moving target with a single feature\footnote{This simple model displays all the pathologies of the problem, without the added complexity resulting from additional features. Additional features can be accommodated by simply stacking the image Jacobians, although care must be exercised to guarantee controllability of the resulting augmented system [10].} located at a point $P$, and a moving pinhole camera with a frame $\{R_t\}$ attached to it [20]. Let $(X_t, Y_t, Z_t)$ and $(x, y)$ denote the coordinates of $P$ with respect to $\{R_t\}$ and of its projection $P_t$ on the image plane, respectively. Assuming a focal distance $f$ for the lens and taking an ideal perspective projection yields:

$$
\begin{bmatrix}
x \\
y
\end{bmatrix} = \frac{f}{Z_t} \begin{bmatrix}
X_t \\
Y_t
\end{bmatrix}
$$

Assuming that the camera moves with translational velocity $T = (T_x, T_y, T_z)$ and angular...
lar velocity $\hat{\theta} = (\hat{\theta}_z, \hat{\theta}_y, \hat{\theta}_x)$, the velocity of the point $P$ with respect to $\{R_s\}$ is given by $\mathbf{v}_P = -\mathbf{T} - \theta \times P$. Finally, taking time derivatives of (1) yields the following optical flow equations:

$$
\begin{align*}
\dot{x} &= x \frac{\partial}{\partial x} - x \frac{\partial}{\partial y} + 2y \frac{\partial}{\partial z} - (f + x^2) \frac{\partial}{\partial f} + y \frac{\partial}{\partial y} \\
\dot{y} &= y \frac{\partial}{\partial x} - y \frac{\partial}{\partial y} + 2x \frac{\partial}{\partial z} - (f + y^2) \frac{\partial}{\partial f} - x \frac{\partial}{\partial x}
\end{align*}
$$

(2)

Using (2) and assuming a sampling time $\tau$, we obtain a state-space model relating the predicted next position of the feature in the image to its present position, $\theta$ and $T$:

$$
z_f(k+1) = A_f z_f(k) + B_f u(k) + E_f w(k)
$$

(3)

where the state $z_f = (z, y)^T \in \mathbb{R}^2$ represents the position of the feature, $v = (v_x, v_y)^T \in \mathbb{R}^2$ represents an exogenous disturbance, $u = (u_x, u_y, u_z, \theta_x, \theta_y, \theta_z)^T \in \mathbb{R}^6$ represents the control input, and where the matrices are given by:

$$
\begin{align*}
A_f &= I_{2 \times 2}, \quad E_f = \frac{\tau}{f} I_{2 \times 2}, \\
B_f &= \tau \begin{bmatrix}
\frac{\tau}{f} & 0 \\
-\frac{\tau}{y} & \frac{\tau}{y}
\end{bmatrix} \\
E_f &= \tau \begin{bmatrix}
\frac{\tau}{f} & \frac{\tau}{f} & -\frac{\tau}{f} & -\frac{\tau}{f} \\
-\frac{\tau}{f} & -\frac{\tau}{f} & \frac{\tau}{f} & \frac{\tau}{f}
\end{bmatrix}
\end{align*}
$$

(4)

Finally, assuming that the measurement available to the controller is the position of the feature corrupted by measurements errors (for instance due to noise and blurring) the output equation is given by:

$$
\xi_f(k) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} + \begin{bmatrix} u_x \\ u_y \end{bmatrix}
$$

(5)

where $\xi_f = (\xi_x, \xi_y)^T$ represents the measured position of the feature in the image plane $\omega = (u_x, u_y)^T$ represents noise. Using (3–5), the controlled active vision problem can be recast into the following optimization problem:

**Problem 1** Find a control law $u(k) = f(\xi_f, k)$ such that the resulting closed loop system is asymptotically stable and $|| \xi(t) || = || \xi_f - x_{ref} ||$ is minimized, where $|| . ||$ represents a norm suitable for the intended application and where $x_{ref}$ represents the desired position for the target feature.

In the sequel we consider the problem of smooth pursuit, where $v(k)$ models an unknown (but bounded) target velocity and the goal is to keep the image of the target as close as possible to the origin of coordinates in the image plane. Thus here $x_{ref} = 0$. In this context, the minimization of $||\xi(t)||$ arises naturally both from cost and stability considerations, since it is related to the size of the region where the target is expected to be at any given time. Clearly, if a multiresolution strategy is to be implemented, this size determines the size of the required fovea [18]. In addition, the larger this region is, the more computationally expensive it becomes to find the target in each frame, resulting in larger time-delays, which in turn can compromise stability [5].

In order to further simplify the example, assume that the camera is constrained only to pan and tilt motions and that the depth $Z$ remains constant. Under these assumptions $u$ and $B_f$ in (3) further reduce to:

$$
\begin{align*}
u &\triangleq (\theta_x, \theta_y)^T \in \mathbb{R}^2 \\
B_f &\triangleq \tau \begin{bmatrix}
\frac{\tau}{f} & -\frac{\tau}{f} \\
-\frac{\tau}{f} & \frac{\tau}{f}
\end{bmatrix}
\end{align*}
$$

(6)

Finally, if the change in the coordinates of the target feature is small, equation (3) can be linearized around the present position, yielding an (approximately) equivalent Linear Time Invariant problem, that can be solved using a number of techniques either classical (PID [19, 5], pole-placement [21, 5]) or modern (Linear Quadratic Gaussian Optimal[11, 21, 20]).

Figure 1a shows the response of the nonlinear model to a step velocity profile for the target achieved by an LQG controller. Here we have assumed that $f = 75$ mm, $Z = 10$ m, a sampling rate of $10$ Hz and a measurement noise level of $5\%$, values consistent with a setup using a Bistatic binocular head and a dedicated pipelined processor for the image processing. As shown in the figure, the closed-loop system appears to have good performance, with a settling time of $0.5$ seconds and no overshoot. Indeed, it can be shown that in the absence of noise this controller achieves perfect tracking. However, experimental results [21] show that actual performance can be far worse than expected based on simulation results, even in cases where the actual parameters of the system closely match the values used for synthesizing the controller. To a large extent this is due to the fact that the simple model (3) does not take into account the computational time required by the image processing algorithms to locate the object in each
frame. This computational time can be modelled as time delay $T_d$ (proportional to the image size) appearing at the controller input. In active vision applications the value of this delay can be a substantial fraction of the sampling time, leading to degraded performance or even instability. This effect is illustrated in Figure 1b showing the effect of a 0.03 sec delay (consistent with image processing done using a pipelined MV250 board). As shown there this delay results in substantial oscillations and an 30$^{th}$-fold increase in the settling time. Moreover, increasing the delay to 0.05 seconds renders the system unstable. In principle, these delays can be handled by using a Smith Predictor [6, 3]. However, this technique cannot handle modelling errors [21], arising in this case from variations in the optical parameters, changes in the depth $Z$, linearization and unmodelled head dynamics.

This example highlights several features that make the problem challenging from a control stand-point, even when assuming that computer-vision related issues have already been addressed. In particular the problem includes:

1. Presence of uncertain, potentially substantial time-delays arising from the amount of time required by the image processing to locate features in each frame. This delay depends on the size of the image and the initial “guess” for the location of the feature.

2. Uncertain and time-varying parameters. Uncertain parameters include for instance the optical parameters of the camera (unless it is carefully calibrated). In addition, the depth $Z$ (entering the dynamics in a nonlinear way) changes as the object moves.

3. Conflicting performance specifications. For instance the control action should be small in order to avoid actuator saturation limits. At the same time, the tracking error should stay small, since it is directly related to the size of the region where the target is expected to be at any time. The larger this region, the more time-consuming the image processing is resulting in larger time-delays which in turn can compromise stability. Additional specifications include good rejection of noise having different characterizations and adequate settling time.

4. Nonlinearities, since the dynamic equations (3)–(4) are nonlinear in the states $z, y$ and the parameter $Z$.

2.1 A possible solution using multiobjective robust control tools

The difficulties mentioned above can be overcome by modelling (albeit in a conservative fashion) the time delay as multiplicative dynamic uncertainty. Robust control techniques such as $H_{\infty}$ can then be brought to bear on the problem, yielding a controller guaranteed to stabilize the closed-loop for all possible values of the time delay $T_{\text{min}} \leq T_d \leq T_{\text{max}}$. Moreover, by expanding the uncertainty description to include variations in the optical parameters, a range of values for $Z$, and the modelling error incurred by approximating the nonlinear model (3) by its linearization, it is possible to obtain a controller guaranteeing acceptable performance for a broader range of operating conditions at the price of using a higher order controller and more involved synthesis process.

Figure 2 shows the responses achieved by a controller designed using $\mu$-synthesis [18] corresponding to $T_d = 0$ (nominal) and 0.05 seconds.

By experimenting with this problem we have found that there is a severe tradeoff between ro-
performance specifications can be analytically traded-off by using multiobjective robust control tools[23, 24, 25]. To this effect the (linearized) plant is recast into the form shown in Figure 4.

Figure 2: Tracking error for the $\mu$-controller

Figure 4: Visual Servoing as a Multiobjective Control Problem

In this context, the visual servoing problem can be stated in the following form:

**Problem 2** Find an internally stabilizing controller $u(z) = K(z)y(z)$ such that the following performance specifications are satisfied:

1. $\|T_{\omega\omega}(z)\|_{\infty} \leq \gamma_\tau$; where $\|\cdot\|_{\infty}$ indicates a suitable norm such as $\|\cdot\|_1$ or $\|\cdot\|_2$;
2. $\|T_{\omega\tau}(z)\|_{\infty} \leq \gamma_f$;
3. $\|W(z)T_{\omega\omega}(z)\|_{\infty} \leq 1$; where $W(z)$ is a suitable weighting function.

and solved using the techniques proposed in [25]. Here, the first specification is related to both the maximum admissible tracking error and the size of the required for error rejection and the third is related to robustness against unmodelled dynamics and time-delays.

3 Improving Performance

As illustrated in the last section, robust control tools recently developed have the potential to successfully address the challenging features of visual servoing problems, by embedding them into an uncertainty structure. However, robustness against this "uncertainty" is achieved at the cost of perhaps substantial performance degradation, since the resulting robust controller tries to guarantee performance

Figure 3: Foveas for different controllers

In this simpler case $\mu$-synthesis yielded a controller achieving adequate performance. However, the problem was shifted from designing a controller to finding appropriate weighting functions, a process that requires both considerably design skills and multiple trial and error iterations. Alternatively, these conflicting
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Note: The text is missing some elements due to truncation, such as figures and diagrams. The full context requires the complete text and visual aids to be fully understood.
against situations that never arise. For instance, the robust controller used in the example not only guarantees stability against time-delays of up to 0.05 seconds but against any model uncertainty \( \Delta(s) \) such that \( \|W(s)\Delta(s)\|_{\infty} \leq 1 \), where \( W(s) = 0.1114 \). A similar situation arises when linearization errors are handled in this way. Finally, multiobjective robust controllers may have high order\[25\], leading to implementation difficulties. In this section, we briefly discuss some of the potential solutions to these drawbacks.

1. Controller complexity: can be addressed by using model reduction, but this step is far from trivial due to the multiple performance specifications involved. An alternative is to use Linear Matrix Inequalities to optimize upper bounds of the performance\[4\]. This leads to low complexity controllers at the price of some performance degradation.

2. Nonconservative handling of time varying parameters: Equations (3)–(4) depend non-linearly in the depth \( Z_t \). Since \( Z_t^{-1} \) multiplies the control action, changes in \( Z_t \) effectively act as a varying gain in the loop and, if large enough, can render the system unstable. If the changes in \( Z_t \) are relatively small, they can be accommodated by modelling the depth as a nominal value \( Z_0 \), subject to uncertainty. One can design a linear robust controller capable of accommodating these changes, at the expense of performance. Experimenting with the simple model used in section 2 we found out that this approach works well for small changes in \( Z_t \), but entails substantial performance loss if the variations in the depth are not small. This issue can be addressed by measuring \( Z_t \) in real time, recasting the problem into a Linear Parameter Varying (LPV) form and exploiting very recently developed tools dealing with robust performance \[27\] and time delays \[26\] in this context. However, an additional issue that needs be resolved is the fact that the usual LPV formalism assumes that the value of the time-varying parameter is instantly available to the controller, while in visual servoing problems there is a delay until \( Z_t \) can be computed from stereo information.

3. Nonconservative handling of nonlinearities: The nonlinearities in equations (3) can be handled by using the nonlinear controllers originally proposed for linear systems in \[2\], latter expanded to nonlinear systems in \[16\]. The basic idea of the method exploits a geometrical interpretation of the peak-to-peak (\( \ell^1 \)) norm to recast the synthesis problem as the problem of minimizing the size of the largest set contained in a given region that can be rendered invariant by an appropriate control action (in the context of visual servoing this amounts to optimizing the size of the fovea). However, the method needs to be expanded to handle multiple performance specifications and time delays.

4. Reducing the Time Delay The time required to estimate the target position can be substantially reduced by matching the appearance of local features\[13\]. The appearance of a feature is given by the intensity values in a window around the feature, and can be modeled offline using a set of training images, compactly stored as manifolds in relatively low dimensional spaces obtained by a Karhunen-Loève (K-L) reduction. This approach has the advantage that it processes only a limited area of the image (the reachable set of the features being tracked, which is minimized by the controller) and thus is computational efficient as well as robust to occlusion. Additionally, data noise models can be propagated through this K-L reduction to provide the controller tight sensor error bounds.

4 Conclusions

Recent hardware developments have opened up the possibility of applying active vision techniques to a broad range of real-world problems, such as Intelligent Vehicle Highway Systems, robotic-assisted surgery, 3D reconstruction, inspection, vision assisted grasping, MEMS microassembly and automated spacecraft docking. A salient feature common to all these applications is that using a feedback structure incorporating the visual information in the loop (as opposed to open loop control) offers the possibility of achieving acceptable performance even in the presence of process modelling errors, noise and measurement noise, stemming for instance from poorly calibrated cameras, blurring or only partially determined feature correspondences between images.

However, as noted in a recent workshop \[1\] involving both control and computer vision researchers, while there seems to be a consensus in
these communities about the implicit power of visual control, actually realizing this potential requires controllers capable of accommodating, in addition to uncertainty, the substantial time delays and nonlinearities typical of visual servoing problems.

In this paper we use a very simple example to illustrate the pathologies present in these problems and we indicate how recently developed robust control and computer vision techniques can be brought to bear on the problem. The paper concludes by analyzing different ways to reduce conservatism and by pointing out directions to extend currently available formalisms (such as multiobjective control and LPV systems) to make them better suited for applications involving computer vision in the feedback loop.
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